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Abstract - Traffic Sign Recognition (TSR) is used to 
regulate traffic signs, warn a driver, and command or 
prohibit certain actions. A fast real-time and robust 
automatic traffic sign detection and recognition can 
support and disburden the driver and significantly increase 
driving safety and comfort. Automatic recognition of 
traffic signs is also important for automated intelligent 
driving vehicle or driver assistance systems. This paper 
presents a study to recognize traffic sign patterns using 
Neural Networks technique.  The images are 
pre-processed with several image processing techniques, 
such as, threshold techniques, Gaussian filter, Canny edge 
detection, Contour and Fit Ellipse. Then, the Neural 
Networks stages are performed to recognize the traffic 
sign patterns. The system is trained and validated to find 
the best network architecture. The experimental results 
show the highly accurate classifications of traffic sign 
patterns with complex background images and the 
computational cost of the proposed method. 

Keywords - Traffic Sign Recognition, Intelligence vehicle, 
Neural Network 

1. Introduction 
 

 In traffic environments, Traffic Sign Recognition 
(TSR) is used to regulate traffic signs, warn the driver, and 
command or prohibit certain actions. A fast real-time and 
robust automatic traffic sign detection and recognition can 
support and disburden the driver, and thus, significantly 
increase driving safety and comfort. Generally, traffic 
signs provide the driver various information for safe and 
efficient navigation. Automatic recognition of traffic signs 
is, therefore, important for automated intelligent driving 
vehicle or driver assistance systems. However, 
identification of traffic signs with respect to various 
natural background viewing conditions still remains 
challenging tasks. The Traffic Sign Recognition Systems 
usually have developed into two specific phases [1-7]. The 
first is normally related to the detection of traffic signs in a 
video sequence or image using image processing. The 
second one is related to recognition of these detected 
signs, which is deal with the interest of performance in 
artificial neural network. The detection algorithms 
normally based on shape or color segmentation. The 
segmented potential regions are extracted to be input in 
recognition stage. The efficiency and speed of the 

detection play important role in the system. To recognize 
traffic signs, various methods for automatic traffic sign 
identification have been developed and shown promising 
results. Neural Networks precisely represents a technology 
that used in traffic sign recognition [1-8]. One specific 
area in which many neural network applications have been 
developed is the automatic recognition of signs. 

The difficulties of traffic sign detection and recognition 
are involved with the performance of system in real time. 
High efficient algorithms and powerful performance 
hardware are required in the system [3]. Furthermore, the 
environment constraint included lighting, shadow 
occlusion, air pollution, weather conditions (sunny, rainy, 
foggy, etc.) as well as the additional image distortions, 
such as, motion burl, vehicle vibration, and abrupt contrast 
changes possibly occur frequently in the actual system 
[3,7,8].  

In recently studies, the detection and recognition of 
traffic signs have been developed in many research 
centers. A vision system for the traffic sign recognition 
and integrated autonomous vehicle was developed in part 
of European research project PROMETETHEUS at 
DAIMLER-BENZ Research Center [3]. Moreover, many 
techniques have been developed for road sign recognition, 
for example, Pacheco et al. [9] used special color barcodes 
under road sign for detecting road sign in vision-based 
system. This took a lot of time and resources. Genetic 
algorithm was also proposed by Aoyagi and Askura [10] to 
identify road sign from gray-level images, but the 
limitation of crossover, mutation operator, and optimal 
solution are not guaranteed. Color indexing was propose 
by Lalonde and Li [11] to approach identifying road sign, 
unfortunately, the computation time was not allowed to  be 
accepted in the complex traffic scenes. 

This paper is proposed to develop the real 
implementation using in intelligent vehicle. The main 
objective is to reduce the search space and indicate only 
potential regions for increasing the efficiency and speed of 
the system. A higher robust and faster intelligent algorithm 
is required to provide the necessary accuracy in 
recognition of traffic signs. In the detection phase, the 
acquisition image is preprocessed, enhanced, and 
segmented according to the sign properties of color and 
shape. The traffic sign images are investigated to detect 
potential pixel regions which could be recognized as 
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possible road signs from the complex background. The 
potential objects are then normalized to a specified size 
and input to recognition phase. This study investigates 
only to circle and hexagonal shape objects because these 
shapes normally present in many types of traffic signs. 
Multilayer Perceptron (MLP) with respect to 
backpropagation learning algorithm is an alternative 
method to approach the problem of recognizing sign in this 
work. The image processing tool that used in this paper is a 
free- and non-commercial Intel® Open Source Computer 
Vision Library (OpenCV) [12]. The remainder of the 
paper is organized as follows: Section 2 presents a system 
description of image processing stages to extract the 
potential feature. The description of Neural Network 
recognition stage is presented in Section 3. Section 4 and 5 
show the representative experimental results/analysis and 
conclusion, respectively.  

2. System Description of Image Processing Stages 
 

2.1 System Overview 
 

 
Fig. 1.  System configuration 

The first section is Image Extraction and Sign Detection 
and Extraction parts. The video images have been taken by 
a video camera, and Image Extraction block is the 
responsible for creating images. The Sign Detection and 
Extraction Stage extracts all the traffic signs contained in 
each image and generates the small images called blobs. 
Each blob will be performed by Form Recognition Stage 
to be valuable parameters input to Artificial Neural 
Networks in Recognition Stage which is the final part. Fig. 
1 illustrates the system configuration. Then the output of 
traffic sign recognition will be presented. The system is 
based on previous works presented by [1], [2]. The 
description of the traffic sign recognition system can be 
explained into Traffic Sign Pre-processing Stage and 
Recognition Core. For Traffic Sign Pre-processing Stage, 
it is divided in two parts: Sign Detection and Extraction 
and Form Recognition Stage. 

2.2 Traffic Sign Pre-Processing Stage 
 

Sign Detection and Extraction: This stage is the image 
processing procedure. Image input from video sequence 
which is the natural background viewing image fed into 
the system. The image data is read both in color, and black 
and white mode (Fig.2 (a) and (b) show color and black & 
white images, respectively). Due to the black and white 

mode image is the base image that used to find the 
threshold of this image, this threshold is the criterion to 
change image from black and white to binary image. 
Moreover, the binary image is used to find contour and the 
interested region later on. Before the black and white 
image change to binary, the technique of smooth image 
with Gaussians filter and Canny edge detection to enhance 
image as shown in Fig.2(c) and 2(d). Therefore, it shows 
that the smooth technique has potential to enhance the 
image to obtain the required region. 

  
(a)                                              (b) 

  
(c)            (d) 

Fig. 2 (a) Color Mode Image, (b) Black and White 
Mode Images, (c) Smooth image using Gaussians filter, 

and (d) Binary result image after using Gaussians filter and 
Canny edge detection techniques. 

According to obtaining the binary image, it is processed 
to retrieve contours by find contour function for binary 
image and to return the number of retrieved contours 
which stored in the chain format. The OpenCV library 
uses two methods to represent contours. The first method 
is called the Freeman method or the chain code. For any 
pixel all its neighbors with numbers from 0 to 7 can be 
enumerated as Fig. 3(a). The 0-neighbor denotes the pixel 
on the right side, etc. As a sequence of 8-connected points, 
the border can be stored as the coordinates of the initial 
point, followed by codes (from 0 to 7) that specify the 
location of the next point relative to the current one. (Fig. 3 
(b) illustrates example of Freeman coding of connected 
components.) 

 
                                           Chain code : 3 4 4 4 5 6 7 0 0 0 7 6 5 4 4 4 3 

                                                (b) 
Fig. 3 (a) Contour Representation in Freeman Method, (b) 

Freeman Coding of Connected Components (Courtesy 
[12]) 

(a) 
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Then the output from find contour function is fed to 

calculate ellipse that fits best (in least-squares sense) to a 
set of 2D point. The OpenCV function used in this task is 
‘cvFitEllipse’, a basic task in pattern recognition and 
computer vision. The sizes of two ellipse axes and Point of 
the center of the ellipse which are the output of this 
function is used to find the exactly sign circle in the image. 
Fig. 4 displays the structure of predict line from Fit Ellipse 
function. 

 
Fig. 4. The structure of predict line from Fit Ellipse 

function (Courtesy [12]) 

The criteria sizes of two ellipse axes are the parameter 
to decide the sign area in image. In the program it checks if 
vertical and horizontal sizes are not different more than a 
criteria of pixels. If the sizes of two ellipse axes pass the 
criteria that it is a circle of traffic sign, then the point of the 
center of the ellipse is used to be a center of crop image. 
The algorithm of crop image is designed according to the 
structure of image in pixel. There is increment pixel 
parameter to be set in order to cover all area of traffic sign. 
Furthermore, the crop image is resized to 30x30 pixels in 
each RGB layer, so that there are totally 2,700 pixels for 
each resized region. The crop region is converted from 
three channels (R, G, and B) to single channel of grayscale 
subsequently. The single layer gray scale image is called 
“blob” which presented as input of Neural Network. The 
procedure to extract this image information to be 
parameters of input layer of MLP is described in next 
section. Fig. 5 shows crop mage from traffic sign region, 
and Fig. 6 presents the whole pre-process stage. 

 

 
Fig. 5.  Crop image from traffic sign region 

 

 
Fig. 6.  Block diagram of pre-processing stage 

 
3. System Description of Neural Networks Stages 
 

3.1 Form Recognition Stage  

In this stage the blob represents the input to Neural 
Networks will preprocess to obtain the information of the 
red (R), green (G) and blue (B) colors. The preprocess 
stage reduces the number of MLP input by using blob. The 
dimension of blob is 30x30 pixels for each component (R, 
G and B). Therefore, the total size is 2700 pixels. The total 
input to MLP is 63 nodes. They consists of 3 normalized 
average maximum pixel values, MR, MG and MB, 30 
inputs from vertical histogram (vh) and 30 input from 
horizontal histogram (hh) [1], [2].  

With considering B, it is the matrix that contains the 
three color components of the blob. The matrix B’ is 
created to be the results of representing B in a grey scale. 
The conversion from RGB to grey scale is calculated with 
Eq. (1). The element values of bi,j and b’i,j represent of the 
i-th row and j-th column of the matrix B and B’, 
respectively, where both indexes (i and j ) varies from 1 to 
30. 

'

, , 30, 60,0.49 0.29 0.22i j i j i j i jb b b b
+ +

= + +               (1) 

The additional input to MLP, the normalized averages 
to the maximum pixel value (28) of R (MR), G (MG) and B 
(MB) are calculated. These values are between 0 and 1. 
The components can be calculated with Eq. (2), (3) and 
(4), respectively.  

30 30

,
1 1

1 1

256 900 i j
i j

MR b
= =

=
⎛ ⎞
⎜ ⎟
⎝ ⎠

∑∑          (2) 
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90 30

,
61 1

1 1

256 900 i j
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The 30 vertical parameters (vh) and 30 horizontal 

parameters (hh) are calculated with Eq. (5) and (6), 
respectively. 

30

,
1

1
( ' )

30i i j
j

vh b T
=

= >∑  , 1, 2,..., 30i =      (5) 

30

,
1

1
( ' )

30i i j
i

vh b T
=

= >∑  , 1, 2, ..., 30j =         (6) 

where 
30 30

,
1 1

1
'

900 i j
i j

T b
= =

= ∑∑ , adaptive threshold. 

3.2 Traffic Sign Data Base Description 
 
The data base has been divided into: train, validation 

and test set. The first one is used to train the MLP. The 
second one is used as validation set during the MLP 
training to improve generalization. The last one is used to 
evaluate the performance of the trained MLP. To select 
network architecture for both generalization and 
approximation ability of a feedforward neural network, the 
number of layer and the number of hidden neurons per 
layer should be identification. Basically, using a single 
hidden layer tends to interact with global problems, 
therefore, in this paper, the single layer perceptron is 
employed with the verification of the number of hidden 
nodes. To find the hidden neurons for an appropriate 
network architecture, the use of a cross- validation 
approaches to cite. The method is to divide data set into a 
training set called Ttraining and a test set Ttest. Then 
subdivide Tlearning into two subsets: one to train the 
network Tlearning, and one to validate the network Tvalidation. 
Train different network architectures on Tlearning and 
evaluate their performance on Tvalidation. The best network 
has been selected and finally retrains this network 
architecture on Ttraining. The test set Ttest is utilized to test 
for generation ability of network [15]. Fig. 7 shows the 
training set Ttraining. The training set consists of two main 
data which are signs without problem and the signs with 
some distortion problems. The distortions are the stain 
color, noise, pixilated distortion, blur, and color distortion. 
These two set are fed to train the network simultaneously.  
Fig. 8 shows the Tvalidation data which are different from the 
training set. 

3.3 Recognition Core  

Pattern recognition can be implemented by using a 
feed-forward neural network that has been trained 
accordingly. The discovery and widespread dissemination 
of an effective general method of training a multilayer 
neural network [13]. Multilayered feedforward neural 

networks trained using backpropagation algorithm is 
frequency used in many application because it is easy to 
implement and fast and efficient to operate [15]. During 
training, the network is trained to associate outputs with 
input patterns. When the network is used, it identifies the 
input pattern and tries to distinguish the associated output 
pattern. The power of neural networks comes to life when 
a pattern that has no output associated with it, is given as 
an input. In this case, the network gives the output that 
corresponds to a taught input pattern that is least different 
from the given pattern. The supervised backpropagation is 
a learning technique using in this paper. Fig. 9 shows MLP 
structure with 63 input nodes. 

 

 
(a) 

 
(b) 

Fig. 7.  (a) Training data without problems, and (b) 
Training data with distortion problems 

 

 
Fig. 8.  Validating data 
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Fig. 9.  MLP Structure 

 
A. Activation Function 
An activation function for a backpropagation should 

have several important characteristics, such as continuous, 
differentiable, and monotonically non-decreasing [13]. 
The desirable activation functions that used in this paper is 
binary sigmoid function, which has range of (0, 1) and is 
defined as 

1
( )

1 exp( )j j

j j

x
x

δ
λ

=
+ −

           (7) 

where iλ is a gain scale factor. In the limit, as iλ →∞  
the smooth sigmoid function approaches the non-smooth 
binary threshold function as illustrated in Fig. 10, which 
shows the shifted version of the signal. The sigmoidal 
function basically has some very useful mathematical 
properties, monotonicity and continuity.  Monotonicity 
means that the function f(x) either always increases or 
always decreases as x increases. Moreover, continuity 
means there are no breaks in the function, it is smooth. 
These parameters are intrinsic properties eventually assist 
networks power to approximate and generalize on 
functions by learning from data. 
 

 
Fig. 10. Binary Sigmoid, range (0, 1) 

 
B. Least-Square-Criterion 
In neural net science, estimation is usually based on the 

minimization of a distance measurement. Typically, in 

most applications, the least squares criterion is chosen as 
the distance measurement. A sample of Q individuals with 

known input 
( ) ( ) ( )

1( , ..., ) 'n n n

px x x=
 and known class level 

( ) {0,1}ny ∈  is utilized. 
 

( )
2

( ) ( )

11
( ) ( ( ), ( ))

1 ( )
R

r r

LS
r

Q

q
D w y f x q w qq

Q ==

= −∑∑    (8) 

 
where Q is the number of training patterns, and 

( )( , )nf x w  is output from activation function. w  is the 
weight of MLP. 

 
C. Kullback-Leibler distance 
The Kullback-Leibler distance is an alternative criterion 

especially for classification problems in neural net science 
[14]. 

1

( ) ( )

1

( )
1

log 1 ( ) ( ( ), ( ))
R

KL

r

Q
r r

q

D w y q f x q w q
Q ==

= − − −⎡ ⎤⎣ ⎦∑∑    (9) 

4. Experimental Result and Analysis 

To perform the experiment, the training data set, Ttraining 
is fed into the network to update all weight for learning the 
four patterns of the traffic sign. The network is validated 
the performance by the validating set, Tvalidation to find the 
appropriate number of hidden neurons. Table 1 is the 
result of the number of hidden node with respect to the 
least-square-criterion-error and Kullback-Leibler-error. 
Basically, the experiment is performed in various number 
of hidden neuron of network architecture, however, Table 
1 shows only significant results. Regarding to the result, 
the good architecture start at number of hidden neuron of 
42 with the least-square-criterion-error reduces to the 
satisfied value which equals 0.0865. While the 
Kullback-Leibler-error equals 0.3231.  

After selecting the appropriate network, the test set, 
Ttest, such as an example displayed in Fig. 11 was 
performed to evaluate the network performance. The test 
data includes the background environment which has to 
perform in image processing stage to detect to the interest 
region of sign board. The test sign images including the 
distortion images were fed into the program in order to 
identify the generalization and classify ability of network. 
The computational cost of the proposed method has been 
checked by the 52 test sign images. The average 
processing time is 37.27 milliseconds per frame. Fig 12 
shows the computational time in processing of the test 
images. The graph shows that the processing times can be 
separated into two ranges depended on the complexity of 
the images. Due to the algorithm attempts to detect the 
circle or ellipse in the images, this requires more 
processing time in the more complex background image 
that has high number of the potential area candidates. 
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Fig. 11 Test images with background 

Table 1. Error Analysis with Varied Hidden Neuron 
Numbers. 

Hidden Neurons 
(N) 

Least- 
-Square-Criterion 

–Error 

Kullback-Leibler 
Error 

7 0.3078 1.0311 
10 0.3426 1.1221 
20 0.3089 1.0052 
30 0.1309 0.5017 
40 0.1554 0.5724 
42 0.0865 0.3231 
45 0.0712 0.2688 
50 0.0556 0.3322 
60 0.0356 0.2018 
70 0.0374 0.2369 
80 0.0247 0.1610 

 
Fig 12. Computational Cost of the proposed method 

5. Conclusion 

This study discussed Traffic Sign Recognition (TSR) 
using Neural Networks technique. The images were 
pre-processed in stages with image processing techniques, 
such as, threshold technique, Gaussian filter, Canny edge 
detection, Contour and Fit Ellipse. Then, the Neural 
Networks stages were performed to recognize the traffic 
sign patterns. The main reason to select this method is to 
reduce the computational cost in order to facilitate the real 
time implementation. The first strategy is to reduce the 
number of MLP inputs by pre-processing the traffic sign 
image, and the second strategy is to search for the best 
network architecture which reduced complexity by 

selecting a suitable error criterion for training. 
The system were trained with training data set, and 

validated with validating data set to find the best network 
architecture. The cross-validation technique was 
implemented with training data set, validating data set, and 
test set. The experiments show consistency results with 
accurate classifications of traffic sign patterns with 
complex background images. The processing time in each 
frame of image is provided which is satisfied to apply in 
the real application. 
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